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The static structure factoB(Q) and the coherent dynamic structure fac&{Q,t) are calculated from
molecular dynamics simulations of polyisoprene melts and compared with neutron scattering Resfiisn,
D. Richter, B. Farago, B. Frick, F. Kremer, U. Kirst, and L. J. Fetters, Physit8®.181, 534(1992]. Both
the shape and the absolute time scale of the calculat€dt) are consistent with experimental results. The
decay ofS(Q,t) can be almost entirely attributed imtramoleculardynamics throughout th® range studied
(1.2<Q=<3.0A™Y), i.e, the fullS(Q,t) can be approximated by considering only the self terms and the cross
terms localized to within a few repeat units along the chain. It was found that the factor of 5 observed between
the dynamics at the first two peaks 8fQ) is part of a general trend largely independent of whe8{(€)) is
at a minimum or a maximum. A comparison$8fQ,t) in the region of the first peak i8(Q) and theP,C—H
bond vector orientation autocorrelation functig(t) suggests that the same molecular motions influence
both the neutron spin echo and NMR relaxation experiment$S1063-651X98)12712-5

PACS numbegps): 83.10.Nn, 81.05.Lg, 61.12.Ex, 67.40.Fd

I. INTRODUCTION prene melts to study the molecular motions which are re-
sponsible for the decay of the coherent dynamic structure
A number of different experimental techniques have beeractor S(Q,t). This is the first such study on a polymeric
used to study local motions in amorphous polymers. NMRsystem to our knowledge 7]. We also compar§(Q,t) with
T, relaxation times depend on the reorientation of individualthe correlation functiorr~(t) for C—H bond vectors which
C—H bond vectors in the polymdrl,2]. Dielectric relax- determines the value df; in a NMR experiment. We begin
ation measurements follow the reorientation of molecular diby describing new simulations of polyisoprene melts at 363
poles[3]. Neutron spin echo techniques are sensitive to locaK. This is followed by a description of the calculation of
density fluctuations, i.e., the translational motion of the comF(t), S(Q,t), and the static structure fact§Q). In Sec.
ponent atom$4—6]. The coherent dynamic structure factor V- we compare our simulations with neutron spin echo ex-
S(Q,t) measured by neutron spin echo depends on the mgeriments on polyisoprene by Zoet al. [4]. The shape of
tion of eachatom with respect t@very otheratom in the the simulatedS(Q,t) is consistent with experiment and the
system, including itself. All atomic motions affect this ob- simulations accurately reproduce the factor of 5 between the
servable whereas pure translational motion does not infludynamics at the first two peaks iB(Q). This difference
ence the NMR or the dielectric relaxation experiment. need not be attributed to a changeover fronmirdramolecu-
Many theories and simulations have been used with somkar mechanism to aimtermolecularone as suggested in Ref.
success to describe the molecular motions which constitutet] but is rather part of a general trend as a functioiQofn
local polymer dynamicd7-14] and to demonstrate their Sec. VI we consider which subset of atomic pairs can ac-
connection to the NMRT; experiment{1,15,16. The rela- count for the decay o5(Q,t). At all Q studied (1.2Q
tionship betweerS(Q,t) and these molecular motions has <3.0 A™1) S(Q,t) is dominated by atomic pairs localized to
recently been discussed in the literature. Aebel.[5] have  within a few repeat units along the polymer chain. In Sec.
proposed a simple molecular model which is consistent with/Il we compareS(Q,t) andF<(t). The similar time scales
their neutron spin echo data on polybutadiene; the samef the decay ofS(Q,t) and F(t) as well as the apparent
model is also used to describe polyisobutylene data in Refntramolecularcharacter of each suggests that the same mo-

[6]. Molecular dynamics simulations can potentially offer |ecular motions influence both the NMR and neutron spin
new insights: The atomic coordinates contained in the trajececho experiments.

tories represent a completely specified classical system
which can be used to calculate any experimental observable
which depends only upon the time-dependent positions of
the atoms. Thus a realistic molecular dynamics trajectory
contains a picture of all the molecular motions underlying We report here atomistic molecular dynamics simulations
dielectric relaxation, NMR relaxation, ar(Q,t). The task of polyisoprene melts at 363 K and 1 atm. Each of the four
of classifying the important motions then hinges on the conindependent cells consisted of a 100-mer of polyisoprene
ceptual problem of finding an appropriate way to analyze th¢1302 atoms with cubic periodic boundary conditions. The

atomic coordinates. polyisoprene used was 1008is-1,4- and had all head-to-tail

Here we use molecular dynamics simulations of polyisodinkages. Its structure is shown below:

Il. SIMULATION DESCRIPTION
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1.0 TABLE I. Fitting parameters foF -(t) of backbone €&-H bond
N vectors. Numbers in parentheses are standard deviations comparing
trajectories with different starting configurations.
. 0.8
t:g C—H Temperature
'g ool vector  (K) a 7Py TPy B 7 (P9
5 a 363 023 039 148 059 1764
_<>5 a 413 0.21 0.10 56 0.57 7129
g 049 c 363 0.16 0.41 184 0.66 20874
§ c 413 0.14 0.13 70 0.61 8%6)
O 0.2 d 363 0.28 0.53 133 0.63 13614
d 413 0.26 0.32 50 0.60 5616)
0.0 T LR Ty oy !
0.1 1 10 100 1000 where <7, and B<1. The fits are shown in Fig. 1 as
t (ps) dashed line$19]. The orientation correlation time, is the

FIG. 1. P, orientation autocorrelation functions for-€H bond time integral of the correlation function:

vectorsa, ¢, d, ande calculated from simulations of polyisoprene at

363 K (solid lineg. The dashed lines are the fits explained in the ®
text. Tc:j Fc(t)dt. 3
0
¢ CH,
\ Rapidly decaying correlation functions result in smalls
C—CH and imply fast dynamics. The fitting parameters and correla-
/ - tion times are compiled in Table I.
b c
— CH, CH, —

IV. CALCULATION OF S(Q) AND S(Q,t)
a d

Each of the four initial configurations used in these simu- S(Q) can easily be calculated directly from the atomic
la tions was energy-minimized and the configurations wereoordinates, following the prescription in R¢20].
the same ones used previously in generating trajectories at
413 K[18]. In this case we allowed the simulation boxes to

equilibrate at 363 K and 1 atm for 1 ns. Afterwards the S(Q)=£ S sin(Qrij) A(R)

atomic coordinates were saved at 0.1 ps intervals over a pe- N =1 =1 Qri; g

riod of 2 ns. Further simulation details may be found in
4mp | 1

Ref.[18]. ~ TP~ sinQR-R cosQR} (48)
Q° |Q

I1l. C —H BOND VECTOR REORIENTATION
NMR experiments are sensitive to the reorientation ofVhere

vectors fixed in the local molecular frame. For exampfe,

Tl'relaxation experiments (;Iepend upeg(t), the P, orien- 1 if ry=<R

tation autocorrelation function for-GH bond vectors: Aij(R)= 0 if r->R (4b)

1] .

Fo(t)=(P2(X(0)-X(1)))=(3 co$® (1)~ 1)/2. (1) _ o
The double sum is taken over each atom in a given frame
(irrespective of carbon or hydrogé@l]). If the distancer;
between two atoms is greater than the cutoff distaRce
(taken to be 12 A, or about half the simulation cell itteen
that pair is not included in the sum. The second term in Eq.
(4a) is the analytical solution of the double sum over dis-
tancesR to « and is exactly correct in the limit thaj(r;;
=R) is one, a condition which is approximately fulfilled in
Hﬁ_ese simulations. We calculat&dQ) from a large number
of frames throughout the trajectories and took the average
[22].

A detailed prescription for calculatin§(Q,t) is found in
Ref.[20]. Using the atomic coordinates stored in the trajec-
Fc(t)=ae‘”71+(1—a)e‘(”72)ﬁ, 2 tories, the following function was evaluated:

P, is the second Legendre polynomi&(t) is a unit vector
in the direction of the €&-H bond at timet, and ®(t) de-
scribes the orientation of the vector at tirheelative to its
orientation at time O.

Figure 1 shows th®, autocorrelation functions for-&H
vectorsa, ¢, d, ande calculated from the trajectories at 363 K
(a similar plot for 413 K can be found in Fig. 3 in R¢1.8]).
We used a fast exponential and a slower stretched expone
tial to fit the correlation functions for the backbone-@®i
vectorsa, ¢, andd,
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TABLE II. Density (g/cnt). 16 /},}
' i\ a) simulation
p (363 K) p (413 K) a (K™Y 1.4 ;; \
1.24 i
Simulation 0.798(0.003 0.775(0.002 5.8x10°4 81 0 /;’;’ AW \
E i 29 0.869 0.836 6.X10 4 & \ /
xperiment[29] wO.S-“’:«" » N~
0.6
1 sin(Qrij(t))) 0.4
,t = —— | A;; R,t T T T T T T 1
S(Q.1) {N ;1 121 ( Qrij(t) (RO 1.0 1.5 2.0 25 3.0 35 4.0
47p [ 1 .
— _2p (6 sin QR—R cosQR” / S(Q,0), b) experiment
(5) 3
=
wherer;;(t) is the distance between atoimat an arbitrary o)
starting timet=0 and atony at some later time. A;;(t) is 5

evaluated using;;(t).
We calculated3(Q,t) in increments of 0.3 A over the

range 0.8<Q=<3.9 A1, This procedure was computation- 10 15 20 25 30 35 40

ally intensive and took at least as much time as was used to Q (AT

generate the molecular dynamics trajectories. We evaluated

S(Q,t) at 300 evenly spaced timés To achieve adequate FIG. 2. Static structure factd®(Q) for polyisopreng@) calcu-
averaging the whole calculation was repeated using differeriated from the simulations at 36@--) and 413 K(---) and (b)
starting timest=0 (120 starting times aQ=1.2, 1.8, 2.1, obtained using neutron scattering by Zatal. [4].

and 3.0 A1 and 12 starting times at othé).

perature difference between the simulations and experiments
V. COMPARISON OF SIMULATION AND EXPERIMENT (the temperature is not given in Ré¢#]). The different mi-
crostructures are at least partly responsible for the second

The simulations reproduce many important qualitativediscrepancy; the enhancement of the first peak seen in the

features of the neutron scattering measurements. In additiosjmulations is likely due to more ordered local packing in the

the absolute time scale for the decay of the simul&igd, t) 100%cis polymer.

is consistent with an extrapolation of experimental values to

higher temperature. Many of the differences between the ex- B. Coherent dynamic structure factor

periments and simulations may be due to different micro- . . :
. . : . Temperature differences preclude direct comparison of
structuregthe simulations used 100&ts-polyisoprene while . .
the experiments were performed on a sample with 76'18'%he molecular dynemms and neutron spin echo resulte. How-
"~_“ever, as changes in temperature are not expected to influence

cis:trans:vinyl conten} and different temperature ranges, as . . .
discussed below. The reasonable agreement obtained givgee shape oB8(Q.1) .h'gh eboveTg, comparing shapes is a
us confidence that the microscopic description of the dynamr_easonable aIterna't|ve. E|gure 3 conteuns plotS(@.1) cal-
ics extracted from the simulations in Sec. VI is also reasongu'atEd from the S'TUIat'OnS at the first two peaks5eQ)
ably realistic. (Q=1.2 and 1.8 AY) at temperatures of 363 and 413 K.
Overlaid are the corresponding neutron spin echo cu@es,
=1.44 and 1.92 A%, at 320 K, the highest experimental

A. Static properties temperature. The experimental curves have been shifted hori-

Table Il compares the density calculated from the simu-zontally along the logarithmic axis in order to give the clos-
lations with experimental values. Both the density and theest match to the simulation results. The shapes of the simu-
thermal expansion coefficient are somewhat low, makindated curves are reasonably consistent with those of the
complete quantitative agreement with experiment unlikelyexperimental curves, particularly @=1.2 AL,
for other properties. Figure 2 shov@Q) for polyisoprene In order to make a more quantitative comparison, we fit
obtained from the simulations and the experimental curvéhe correlation functions to the functional form of a fast ex-
from Ref.[4]. Qualitatively, three peaks are found in similar ponential and a slower stretched exponera. (2)]. Typi-
places in each spectrum. However, the simulated spectruggl fits are shown in Fig. 3 and pertinent fitting parameters
does deviate from experiment in two major respettsthe  are compared in Table Ill. In particular, the valuesiie-
region atQ<2 A~1 is shifted to slightly lowerQ (the first  rived from the simulations are in quite good agreement with
two peaks occur at 1.2 and 1.8 Ain the simulations and experiment.

1.44 and 1.92 Atin the experiment and(2) the intensity of A convenient quantity defining the absolute time scale of
the first peak is much greater than the second. The shift tthe dynamics is the area under the cug(®,t),

lower Q is likely caused by the simulation density being too

low (see Taple )] and.possibl'y by the differing microstruc- NS fmS(Q,t)dt. (6)
tures. The difference in density may be augmented by a tem- 0



626

a) 363K

FIG. 3. Dynamic structure fact@®(Q,t) for polyisoprene from
simulations aQ=1.2(--) and 1.8 A1 (---). The simulation curves
at 1.2 and 1.8 A! have been overlaid with the experimer§éR, t)
for 1.44 (circles and 1.92 A (triangles, respectively[4]. The

NEIL E. MOE AND M. D. EDIGER

PRE 59

/.

experiments
-8.01
-8.51 0
-9.01
2 .| s
£ 954 simulations
[e)]
3 \
-10.0 /
\d
-10.54
o first peak in S(Q)
-11.01 o second peak in S(Q)
1 1 I 1 T
2.6 2.8 3.0 3.2 3.4
1000/T (K)

FIG. 4. The logarithmbase 10 of the correlation timerysg as
a function of temperature at the first two peaksS{i®) from simu-
lations and neutron spin echo experimep$ The solid circles
correspond to the first peak @= 1.2 or 1.44 A'* (simulations and
experiments, respectivelynd the open circles to the second peak
atQ=1.8 or 1.92 A'* (simulations and experimentshe results at
the two higher temperatures are from the simulations and at the
lower temperatures are from the experiments. The solid lines show
the VFT temperature dependence given in R&f. The dynamics
in the simulation occur on a time scale which is consistent with

experimental curves, obtained at 320 K, have been shifted horizonsyperimental results, considering the temperature difference. The
tally to compare with simulation results at higher temperature. Thgactor of 5 observed between the dynamics at the first two peaks of

solid lines are fits to Eq(2) for the experiment$a) and the simu-
lations (b).

S(Q) is also well reproduced.

linear fits are given, with slopes of4.4 and—4.2, respec-

The values ofrysg and the fitting parameters obtained usingtively. The factor of 5 difference observed betwegpg at

Eq. (2) for the simulated5(Q,t) atQ=1.2, 1.8, 2.1, and 3.0
A1 are listed in Table IV.

Figure 4 shows logy(7ysp) from the simulations and neu-
tron spin echo experimen{4,23| at the first two peaks in
S(Q) as a function of 1000/. The solid lines are the tem-

perature dependence of the viscosity, which was shown in
Ref. [4] to be similar to the temperature dependence of the

experimental results over the range 230—32@®Hly the two
highest experimental temperatures are shown in BigTHe

Q=1.2 and 1.8 Alis part of a general trend. Within th@
range, ifQ changes by 50%, ther,se changes by roughly a
factor of 5 independent dp [24].

VI. HOW LOCALIZED ARE THE MOTIONS
WHICH DETERMINE S(Q,t)?

The full range of motions which contribute to the decay of
the coherent dynamic structure fact®(Q,t) are extremely

simulation results are consistent with an extrapolation of th&eomplex, as can be inferred from E®). Although in prin-
experimental values to higher temperature, although the neaiple S(Q,t) depends on the translational motion @dch
perfect correspondence is surely fortuitous given that thetom with respect t@very otheratom (including itself in
simulation density is too low. The simulations correctly re-the system, not every term makes a significant contribution
produce the factor of 5 between the dynamics at the first twao the sum. For example, the net contributiors{@,t) from

peaks inS(Q) reported in Ref[4].
Figure 5 shows log(mysp as a function of logQ cal-

all pairs of atoms with separation; large enough so that
g(ri;)=1 will be exactly zero. This corresponds to a dis-

culated from the simulations at 363 and 413 K. Reasonableance of about 1 nm in many amorphous systems. In the

TABLE Ill. Comparison of shape o$(Q,t).

Q(A™ a B
Simulation at 413 K 1.2 0.28 0.65
Simulation at 363 K 1.2 0.28 0.66
Experiment at 320 K 1.44 0.30 0.67
Simulation at 413 K 1.8 0.50 0.54
Simulation at 363 K 1.8 0.48 0.51
Experiment at 320 K 1.92 0.40 0.57

subnanometer regime, motions involving greater atomic dis-
placements will be required to produce a given change in
S(Q,t) asQ decreases. Thus(Q,t) at low Q decays more
slowly than at highe® and may also depend on atomic pairs
with largerr;; .

A. Isolation of intramolecular contributions to S(Q,t)

We isolated small subsets of terms from Eg). in order
to learn which atomic pairs were most important. We chose
to evaluate three different subsets which progressively incor-
porate more and more atomic pairs over a wider range of
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TABLE IV. Fitting parameters foiS(Q,t). Numbers in parentheses are standard deviations comparing
trajectories with different starting configurations.

Q(A™ TemperaturgK) a 71 (p9) 72 (p9) B nse (P9
1.2 363 0.28 0.57 99.0 0.66 95(80)
1.2 413 0.28 0.54 447 0.65 44(24)
18 363 0.48 0.37 20.5 0.51 21(10)
1.8 413 0.50 0.42 8.32 0.54 7.53.7)
2.1 363 0.63 0.33 14.8 0.53 10(1.0)
2.1 413 0.71 0.33 7.18 0.64 3.00.5
3.0 363 0.83 0.24 6.13 0.42 3.33.0)
3.0 413 0.86 0.23 2.94 0.49 1.08.1)

distances;;(0). Comparison of these partial dynamic struc- under consideration. The results of these calculations are
ture factorsS,,ia(Q,t) to the full S(Q,t) calculated using shown in Fig. 6 forQ=1.2, 1.8, 2.1, and 3.0 A at 363 K
all the atomic pairs within 12 A determines the relative im- (similar results were obtained at 413.KEach function, the
portance of each subset. total S(Q,t), See(Q.t), Siru(Q.,t), and S;ry(Q.t), has
The subset for which;;(0) is smallest is when=j, i.e.,  been normalized b$(Q,0).
the initial atomic separation is 0. These self terms were S,{(Q,t). Figure 6 clearly demonstrates the major impor-
grouped inS¢(Q,t), which is similar to the incoherent dy- tance of the self terms in E¢5). Even at the lowedD, these
namic structure factor. We also evaluated a suBsgf(Q,t) few terms, amounting to only 0.1% of all possible pairs in
wherei andj were constrained to be part of the same repeathese simulations, count for a significant portion of the total
unit (as defined by the structure abov@he last partition, S(Q,t). This is expected att=0 since the function
Ssru(Q,t), included terms for which andj were part of the  sinfQr;;(t)/Qr;;(t) is 1.0 for the self term$=]j and is guar-
same repeat unit or withirt2 repeat units along the chain. anteed to remain positive until the atoms have moved a dis-
We claim below thatSsg(Q,t) is nearly equivalent to the tancew/Q. No other terms have this unique property at all
single-chain dynamic structure factor in the melt and con-Q. For an arbitrary pair of atoms, $@r;(t)}/Qr;;(t) can be
tains most of thentramolecularcontributions toS(Q,t). positive or negative and the net effect $(Q,t) of summing
The correct way to calculate thatramolecularsubsets over all pairs is largely one of mutual cancellation. Only at
Spartia Q1) from the trajectory is to turn off the periodic Q=1.2 A~* doesS,.(Q,t) fall far short of the tota(Q,t).
boundary conditions and to evaluate a modified version of g _ (Q,t). Figure 6 shows that the self terms and the
Eq. (5): intramolecular cross terms within a single repeat unit of
polyisoprene can largely account for the dynamic structure

Sl Q1) = EN: > <5in(Qrij(t))” / S(Q.0). factor at allQ investigated, includingd=1.2 A~1. For Q
(7

1
Ni= /= Qr(t) =1.2A"1, in addition to the self terms included in
SlRU(Q,t),Apairs of directly bonded atomgr;;(0)
=1.1-1.6 are guaranteed to contribute positivel
The values ok andy are determined by the particular S“bset(siril.Zrij(0}]/1.2rij(%)=0.5—0.75. This high pro%ortion y
of positive terms causes the initial value®fz(1.2,0) to be
greater than that of the total dynamic structure factor
S(1.2,0). SinceS;ry(Q,t) and S, Q,t) at higherQ are
identical, the cross terms which contribute $gr,(Q,t) in
these cases must sum to zero.

Ssru(Q,t). As we included more and more terms for
pairs of atoms farther and farther away along the chain con-
tour, we soon reached a limit where the additional cross
terms had little effect on the partial dynamic structure factor.
An analogous calculatiorg; g (Q,t) (not shown, gave very
similar results toS;ry(Q,t) in Fig. 6. This suggests that
S5ru(Q,t) is a good approximation to thimtramolecular
contribution toS(Q,t). The small difference observed be-
tweenSsr(Q,t) andS(Q,t) approximates thintermolecu-

T T T T T T lar contribution to the dynamic structure fac{@s):
0.0 0.1 0.2 0.4 0.5

03
log Q (A1) S(Q.)=SsrU QD)+ Sie Q.1). ®
FIG. 5 loggTnsE Versus logyQ calculated_ fr(_)m the sinjulatio.ns Even atQ=1.2 A1 S(Q,t) is almost completely aiin-
at 363(circles and 413 K(squares The solid lines are linear fits tramolecularfunction.
which approximately describe the results over the whole range of We fit the partial dynamic structure factors to a functional
Q form similar to Eq.(2),

-9.54
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FIG. 6. S(Q,t) and the various partial dynamic structure fact8gq,(Q,t) for Q=1.2, 1.8, 2.1, and 3.0 A calculated from the
simulations at 363 K. The fulb(Q,t) ( ), Ssru(Q,t) (==, Siru(Q,t) (---), andS,(Q,t) (---) are shown. The self tern&( Q,t)
account for the major portion @&(Q,t) at all but the lowest value d. The addition of cross terms within the same repeat unit yielding
S;ruU(Q.,1) is enough to account for the major portion (fQ,t), even at 1.2 AL, Thusintramolecularterms in Eq.(5) largely determine
S(Q,t) over the range o studied.

Spama(Q,t)ZaefﬂTl-i- (b— a)e,(t/fz)ﬂ, 9) B. Role of intermolecular correlations

The analysis above indicates that a sniatifamolecular
subset of terms from Ed5) almost completely accounts for
whereb is the value of the function at=0 and is in general the decay of5(Q,t). We have not tested the hypothesis that
not equal to one. The values bfare compiled in Table V.  a subset ointermolecularterms can account for the decay of
The relaxation timerp,niy is defined as S(Q,t) for at least somé). It is probable that some groups
of mostly positive cross terms can be chosen which approxi-
mately reproduce the fulb(Q,t). However, the appropriate
R _ subset of cross terms would likely be dependeniort is
Tpartial™ ft=ospama(Q’t)dt' (10 unlikely that any subset ohtermolecularterms would be
able to match the fuls(Q,t) over the wholeQ range to the
remarkable extent observed with thrdramolecularsubsets
Figure 7 plots the ratiap,qiaf/ 7nse @S @ function ofQ and  S;p(Q,t) and Ssry(Q,t).
temperature. This ratio clearly increases as temperature Physically, one does expect significant coupling between
is lowered at the peaks in the static structure factolintramolecular and intermolecular motions in polyisoprene
(Q=1.2,1.8,3.0 A'). This suggests that thiatramolecular  melts. Certainly the motion of a polymer chain segment is
terms will dominateS(Q,t) to an even greater extent in ex- greatly restricted by the presence of neighboring chains.
periments performed at lower temperatures Q2.1 A~1 However, these simulations indicate that the influence of
this trend is apparently reversed, which is likely related toneighboring chains 08(Q,t) is largely indirect; the explicit
the fact thatS(Q) is at a minimum rather than a maximum. effect of atoms on neighboring chains on the f&(Q,t) at

TABLE V. Initial value of Sp,ia(Q,t=0).

TemperaturgK) Q=12A"1 Q=18A"1 Q=21A"1 Q=3.0A71

Ssei(Q,1) 363 0.62 0.90 1.20 0.94
413 0.59 0.88 1.23 0.94
Sil(Q,t) 363 1.21 0.98 1.15 0.87
413 1.16 0.99 1.17 0.87
S5 (Q,t) 363 0.98 0.88 0.93 1.00

413 0.94 0.90 0.95 1.00
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A comparison of Tables | and IV indicates that the coher-

147 a) 363K . :
i ent dynamic structure factor at the first peakSQ) (Q
P§ 121 . =1.2 A1) is remarkably similar to thé®, autocorrelation
51,01 2 functions for backbone -G-H bond vectors; the similarity
§_0.8_ 2 2 includes not only the absolute time scales of the decay of
0.64 - these functions, but also their shapes. In additiqge has

nearly the same temperature dependencer.afor C—H
0.4 bond vectorg 28].
' ' ' ! We have shown in previous work that the structural ad-

1.5 2.0 2.5 3.0 . : . ;
justments which accompany the reorientation of a-l€
bond are largely localized to a single repeat unit in polyiso-
1.4 b) 413K g prene(see Fi_g. 8 in Ref[15]). This result is comparable to
w124 our observation in this work that the coherent dynamic struc-
\pz 5 R ture factor in the region betwedp=1.2 and 3.0 A* can be
3 1.09 directly calculated considering only the atoms within one, or
£0.89, : ° e at most a few repeat units along the chain. The apparent
0.6F sharedntramolecularcharacter o5(Q,t) andF(t) as well
as comparable relaxation rates suggests that they reflect the
0.44, same molecular dynamics.
T T T 1
1.5 20 , 25 3.0
QA

) ] VIIl. CONCLUSIONS
FIG. 7. Plots of 7o (diamond$, gy (triangles, and 75gy

(squaresnormalized byrysg at Q=1.2, 1.8, 2.1, and 3.0 & cal- We have calculated the static structure facs) and
culated from the simulations &) 363 and(b) 413 K. At peaks in  the coherent dynamic structure fact8¢Q,t) for polyiso-
S(Q) (Q=1.2, 1.8, and 3.0 AY), intramolecularterms in Eq.(5)  prene from molecular dynamics simulations. Comparison
become more important as temperature decreases, while the oppgith neutron spin echo results shows that the dynamics seen
site trend is apparent near the minimums(Q) (Q=2.1A™%). in the simulations are reasonably realistic. A plot of the log
L ) ) of the integral ofS(Q,t), log;p7nses Versus log,Q was ap-
Q=1.2 A" is estimated to be 25-35 % from comparing theproximatel?/ Iineag, ne):arlygli%ggsendent of gﬁuctuatior?s in
integrals ofSsry(Q,t) andS(Q,t) in Fig. 7. The most im- gy, while the full S(Q,t) depends on all the atomic co-
portant intermolecular cross terms likely involve atoms ONordinates, we found that this function could be reasonably

repeat units which are adjacent to each other. approximated at al) studied by including onlyntramolecu-
lar atomic pairs for which the separation was very small. Of
C. Implications for interpreting experimental results courseS(Q,t) is influenced by surrounding chains, but their
for polyisoprene influence is largely indirect in that they constrain the motion

In Ref. [4] Zorn et al. suggest that the difference in the Of @ given chain.

rate of decay ofS(Q,t) for polyisoprene aQ=1.44 and Our p|<_:ture differs from the one d_evelope_d by Ardteal.
1.92 A1is due to a change in the mechanism of the dynam£5] and Richteret al. [6] to explain their experimental results
ics, thatS(Q,t) is anintramolecularfunction at highQ and ~ ©n_polybutadiene and polyisobutylene. They calculated
an intermolecular function at low Q. This is inconsistent S(Q.t) using a model of a hopping process which was con-
with our analysis in the preceding section. In addition, in Fig.Sistent with their data at short times. The model then pre-
5 we show thatrysg varies withQ in a similar way through- dlcte(_j that th|$|ntramolecular relaxation would bg most
out the range 08Q<3.9 A-L. This too suggests that it is Prominent at hlgth. It was proposed that a slowenter-
unnecessary to invoke any change in mechanism. An agholecularmechanism dominate¥Q,t) at lowerQ, near the
proximately linear relationship between igg(relaxation first peak in the static structure factor. The motivation for

tlme) and Iog.OQ was aISO Observed for po'ybutadiene andtheir mOdel deriveS from a phySica| piCtUre a.SCfibed to the
polyisobutylene in Refd5,6]. viscoelastica and B relaxations(associated withintermo-

lecular and intramolecularprocesses, respectivglin poly-
mers, which are assumed to unde g, t).
Our approach to understandir§Q,t) arose naturally
As shown in Egs(1) and (5), very different calculations from calculating the function via Eq5) from simulation
are required to obtain the experimental observables for thrajectories. We asked the question, “How many of the terms
NMR T, relaxation and neutron spin echo experiments: Theare necessary to approximate the full function?” Our conclu-
reorientation of G-H bond vectors determinél, while lo-  sion that theintramolecularterms within a few repeat units
cal density fluctuations determirgQ,t). Yet both the neu- of each other can largely account for the f8(IQ,t) is model
tron spin echo[4—-6] and NMR [26,27] observables have independent. However, as we argued in Sec. VI, the indirect
been shown experimentally to follow the temperature depeninfluence of neighboring chains d&(Q,t) is great. For ex-
dence of thex relaxation in some polymers. These simula-ample, the presence of these neighboring chains leads to the
tions offer further evidence that the same fundamental modifference in the dynamics between a chain in a dense melt
tions influence both experiments in polyisoprene. and an isolated chain in vacuum, even if in both cases

VIl. COMPARISON OF S(Q,t) AND THE NMR F(t)
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S(Q,t) could be closely approximated by considering local-how specific molecular motions such as librations and con-
ized intramolecularterms. formational transitions influencg(Q,t).

Our results also point to an underlying similarity between
the NMR T, experiment and(Q,t) in this Q range. Analy-
sis of simulation results on polyisoprene in Réf5] showed
that the reorientation of G-H bond vectors is a very local- This project was supported by the National Science Foun-
ized process. For example, conformational transitions hadation (Grant No. DMR-9732488 The computers used for
very little influence on the reorientation ofCH bond vec- this work were purchased through a grant from the NSF
tors only one repeat unit away from the transition. BothChemistry Division (Grant No. CHE-9522057 We ac-
S(Q,t) and theP, autocorrelation function for &-H vectors  knowledge helpful discussions with Dr. Chwen-Yang Shew
decay on similar time scales. Further work is needed to shownd Professor U. Buchenau.
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